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Abstract—This letter introduces one-class classification as a framework for the spectral join cost calculation in unit selection speech synthesis. Instead of quantifying the spectral cost by a single distance measure, a data-driven approach is adopted which exploits the natural similarity of consecutive speech frames in the speech database. A pair of consecutive frames is jointly represented as a vector of spectral distance measures which provide training data for the one-class classifier. At synthesis runtime, speech units are selected based on the scores derived from the classifier. Experimental results provide evidence on the effectiveness of the proposed method which clearly outperforms the conventional approaches currently employed.
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I. INTRODUCTION

CORPUS-BASED unit selection, is currently the predominant approach for achieving high quality, near-natural speech synthesis. In principle, this method makes no explicit assumptions regarding the underlying speech model and relies on runtime selection and concatenation of speech units from a large speech database based on explicit matching criteria [1]-[3]. Among these criteria, the spectral join cost (spectral continuity cost) is considered as one of the most important. Its role is to determine how compatible candidate speech units are and whether they should be selected for concatenation or not during synthesis. The spectral join cost usually consists of a spectral similarity measure derived from parametric or non-parametric representations of the speech signal at the join boundaries [4]-[8]. Other measures are based on time-domain analysis in a transformed space, considering global boundary-centric optimization [9]. Although many spectral join cost measures have been proposed in the literature, there is still no widely acceptable solution to the optimal selection in terms of audible spectral discontinuities and human perception [7]. To cope with this, data-driven methods have been recently investigated. These methods include statistical modeling [8], [10], as well as approaches relying on human judgments [11], [12]. However, it is recognized that avoiding human judgment and following a machine learning framework which would solely rely on the available speech corpus (speech database), would be advantageous [1]. The speech database is fully comprised of naturally evolving adjacent speech frames, forming sequences of audibly “perfect” joins. On the other hand, “poor” joins are difficult and expensive to systematically collect and characterize. These conditions provide a strong motivation for adopting the One-Class Classification (OCC) framework which is well suited to address such problems [13], [14].

In this letter, a data-driven framework based on OCC is proposed and explored for the spectral cost estimation in unit selection speech synthesis. Instead of quantifying the spectral cost as a simple distance measure at the join boundary, we take advantage of the natural similarity of adjacent frames in the speech database. Hence, pairs of consecutive frames within specific speech units (e.g., per phoneme) are jointly represented as a feature vector comprising multiple distance measures between the two frames, which are then used to train the one-class classifier. During synthesis, a join between two candidate speech units is evaluated by forming a pair of speech frames at the concatenation boundaries, calculating the corresponding feature vector in a similar way and deriving a score from the classifier. Experimental results on vowel joins, using a unit selection Text-to-Speech (TTS) system for the Greek language, provide evidence on the effectiveness of the proposed method which clearly outperforms baseline approaches currently employed.

II. A FRAMEWORK FOR SPECTRAL JOIN COST COMPUTATION BASED ON ONE-CLASS CLASSIFICATION

A. Overview

The spectral join cost is usually defined as a distance measure between spectral features representing the speech frames at the concatenation point. However, numerous studies employing several spectral representations and distance measures indicate that this approach is not optimal for predicting audible spectral discontinuities, thus highlighting the need for a more elaborate approach. To this end, the authors in [7] have shown that a weighted combination of different distance measures and speech representations performed better in detecting audible spectral discontinuities. In [12], a classifier is developed to detect audible
discontinuities based on subjective data derived from a listening experiment. However, the inherent difficulty in these methods is that they depend on data based on human assessments which are expensive and hard to collect. Hence, they are unable to exploit the “reference model” inherent in the available speech database. The machine learning framework offered by OCC is well suited for this purpose. OCC is employed in two-class pattern recognition problems where there is a plethora of data regarding the one class (target-class) whereas the other class (non-target or outlier class) is ill-defined. The scope of OCC is to act as a domain descriptor and to identify objects resembling the target class while rejecting all other cases [13], [14]. The problem of estimating the spectral join cost can be casted as a one-class problem, since perfect joins are readily available from the speech corpus which comprises “perfectly” joined, consecutive frames of natural speech. On the other hand, it is difficult and expensive to systematically collect and characterize a sufficient set of training examples of inappropriate joins with audible discontinuities. Furthermore, the problem of deriving an adequate feature set that would be able to efficiently represent successive speech frames and capture the underlying concatenation phenomenon while enhancing the separability of the target class, is far from trivial. Empirical and ad hoc approaches have often been employed for this purpose. In this work, we adopt a feature vector based on spectral distances as explained in the following subsection.

A schematic representation of the proposed OCC framework is given in Fig. 1. It relies on the pre-recorded and annotated speech corpus and consists of two stages, namely a training stage and an evaluation stage, both of which are performed offline. In the training stage shown in Fig. 1(a), phoneme-based speech signal extraction is performed. For each phoneme a parameterization step follows for the segmentation, analysis and joint representation of successive speech frames so as to construct the feature vectors for OCC training. In the evaluation stage, shown in Fig. 1(b), a similar procedure is followed, involving the frames to be concatenated among the candidate units. The resulting feature vector is fed to the classifier from which a decision is obtained. The decision may be either absolute (hard), namely a classification as target or outlier object, or in the form of a score (soft) usually expressed as a distance or a probability value (subsection II-C) [13].

B. Feature Extraction

The feature extraction procedure adopted in the present work is shown in Fig. 1(c). For every phoneme, each frame is analyzed into three spectral representations, namely Fourier power spectrum (FFT), linear prediction coefficients (LPC) and Mel-frequency cepstral coefficients (MFCC). Then, every pair of adjacent frames is jointly represented as a feature vector consisting of five spectral distance measures computed from these representations. More specifically: (1) the symmetrical Kullback-Leibler distance (KL-FFT) on FFT-based power spectrum [5], [6], (2) the symmetrical Kullback-Leibler distance (KL-LPC) on LPC spectral envelopes [6], (3) the Euclidean distance (E-MFCC) on MFCC [5]-[8], (4) the Mahalanobis distance (Mah-MFCC) on MFCC [7], [8], and (5) the Itakura distance (ITAK) on LPC [15]. These representations together with the corresponding measures are widely employed in speech processing and their performance has been attested in several studies [15]. Each of these measures presents a number of advantages and drawbacks regarding their effectiveness in discriminating audible spectral discontinuities. Experimentation on using only a single distance measure to train the one-class classifier revealed no additional gain other than the one achieved by using that distance alone as a raw cost. Hence, to achieve enhanced performance by exploiting the OCC methodology, a more efficient feature vector should be utilized, thereby motivating the combination of multiple distance measures. Fusing these distinct measures into a single feature vector leads to a richer

![Fig. 1. Overview of the One-Class classification framework for the spectral cost calculation in unit selection speech synthesis: (a) training stage, (b) evaluation stage and (c) feature extraction for joint representation of successive speech frames within a phoneme.](image-url)
collective representation which combines their individual merits offering a more robust and complete “meta-measure”. Moreover, an objective reference model of the target class is implicitly derived from the data, which is capable of discriminating whether the evolution of speech characteristics among two consecutive frames can be regarded as “natural” or not and if their deviation can be justified based on the underlying data. Such a data-driven approach is well motivated and emerges naturally in the context of unit selection speech synthesis.

C. One-Class Classifier

While several choices are available for the implementation of OCC, in this work we investigate the use of a Gaussian Mixture Model One-Class Classifier (OCC-GMM). The OCC-GMM is a density-based OCC, since the estimation of a probabilistic model for the target class is required. The OCC-GMM is derived as a linear combination of Gaussian probability density functions. If we let \( x \) represent an objects’ feature vector, \( K \) be the number of Gaussians, \( \mu_k \) and \( \Sigma_k \) be the mean and the covariance matrix of the \( k \)-th Gaussian respectively, \( N \) the dimension of the data and \( a_k \) are the mixing coefficients, then the OCC-GMM is expressed as:

\[
p_{\text{OCC-GMM}}(x) = \frac{1}{\sqrt{(2\pi)^{N} \det(\Sigma)}} \sum_{k=1}^{K} a_k \exp\left\{-\frac{1}{2} (x - \mu_k)^T \Sigma_k^{-1} (x - \mu_k)\right\}
\]

(1)

Classification is based on a threshold value \( \theta_p \), related to the proximity measure \( p_{\text{OCC-GMM}}(x) \) which corresponds to a probability-based similarity measure of \( x \) to the target class. The threshold value is determined by specifying an acceptable error level on the training target class data. A new object \( x \) is labeled as a target object (hard decision), if the probability is larger than the threshold \( \theta_p \): \( f(x) = I(p_{\text{OCC-GMM}}(x) > \theta_p) \) where \( I \) is an indicator function defined as: \( I(A) = 1, \) if \( A \) is true and 0, otherwise and \( A = p_{\text{OCC-GMM}}(x) > \theta_p \). More details can be found in [13], [14]. For the problem of detecting spectral discontinuities, a target object means that no audible discontinuity is present whereas an outlier object means the opposite situation. The quantity \( p_{\text{OCC-GMM}}(x) \) can also be used directly as a score providing the means for a soft decision.

III. EXPERIMENTS AND RESULTS

A. Experimental Setup

The speech database used for both the training and the evaluation experiments is part of a unit selection TTS system for the Greek language (http://speech.iibsp.gr/TTS_samples/). It is uttered by a female speaker and it consists of approximately one hour of a precisely annotated speech stimuli sampled at 16 KHz, 16 bits. For the training stage, each instance of every phoneme is analyzed into 20ms frames with no overlap, followed by the computation of the quantities described in section II-B. Each frame is represented using an LPC order of 18, an FFT size of 512 and an MFCC vector of 12 coefficients excluding the zero one. The LPC spectral envelope is computed using a 512-point FFT. In all cases, a Hamming window is applied and a pre-emphasis filter using a factor of 0.97 is used. In this work, we restrict our analysis to vowels since spectral discontinuities are more evident in such phonemes [5]-[8]. A tolerable target rejection percentage of 15% was used to train the OCC-GMMs via a consistency-based model order selection criterion [16], resulting in a number of GMM components per pheme in the order of 6-14, using the tools provided in [17]. In order to assess the proposed approach a procedure similar to the one described in [5], [6] and [12] was adopted. That is, a perceptual experiment was carried out in which five subjects with background in speech synthesis were asked to express their opinion on a binary decision task regarding the detection of audible spectral discontinuity in vowel concatenations. The test stimuli was comprised of 964 \( CV_{Cj} \) (C: consonant set, V: vowel set) utterances and it was created by concatenating diphones of the form \( CV_{Cj} \) and \( VC_{Cj} \) from the speech database, ensuring a vowel duration of at least 150 msec as well as small intensity and pitch deviations. The experiment was divided into three blocks performed in three hourly sessions. A familiarization phase preceded each block. The participants were instructed to use headphones and to focus only on vowel transitions. A concatenation was characterized either as target (continuous) or outlier (discontinuous) depending on the majority of the subjects’ decisions. The results of the test were utilized for the performance evaluation of the one-class classifier. In order to relate the listening test results not only with the OCC-GMM but also with each separate spectral distance measure employed, a procedure similar to the one described in [5], [6] and [12] was followed, based on receiver operating characteristic (ROC) curves. For each measure \( D \), the probability density functions, \( p(D \mid \text{target}) \) and \( p(D \mid \text{outlier}) \) are estimated. Based on the test results, the first one denotes the probability of a measure given that a join was characterized as target, while the latter denotes the probability of a measure given that the join was characterized as outlier. Hence, based on the problem definition and for a specific threshold value \( \alpha \), the true positive fraction (TP), that is the case where a join is correctly classified as target, against the false positive fraction (FP), that is the case where a join is incorrectly classified as target, are expressed as:

\[
TP(\alpha) = \int_{-\infty}^{\alpha} p(D \mid \text{target}) \, dD
\]

(2)

\[
FP(\alpha) = \int_{-\infty}^{\alpha} p(D \mid \text{outlier}) \, dD
\]

(3)

In addition, the case of a join incorrectly classified as outlier (false negative fraction) is \( FN=1-TP \) and the case of a join is correctly classified as outlier (true negative fraction) is \( TN=1-FP \). For a varying threshold \( \alpha \), a ROC curve is formed by plotting TP against FP.

B. Results and Discussion

Fig. 2 depicts the overall phoneme-independent ROC curves
IV. Conclusions and Further Work

In this work, one-class classification is proposed as a new paradigm for the spectral cost calculation in unit selection speech synthesis. The essence of exploiting OCC in this context is that it provides an effective data-driven mechanism that overcomes the inherent shortcomings of conventional approaches. This is confirmed by the experimental results where a significant improvement over baseline techniques was recorded in detecting audible spectral discontinuities. Ongoing work aims to further elaborate this framework, also in terms of finding an optimal feature set, as well as to investigate whether OCC can be employed for the computation of the total concatenation cost.
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