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Abstract 
In this paper we present the process of designing an efficient speech corpus for the first unit selection speech synthesis system for 
Bulgarian1 along with some preliminary results. As the initial corpus is a crucial factor for the quality delivered by the Text-to-Speech 
system, special effort has been given to design a complete and efficient corpus for use in a unit selection TTS system. The targeted 
domain of the TTS system and hence of the corpus is the news reports, and although it is a restricted one, it is characterized by an 
unlimited vocabulary. The paper focuses on issues regarding the design of an optimal corpus for such a framework and the ideas on 
which our approach was based on. A novel multi-stage approach is presented for efficient corpus design, with special attention given 
to language and speaker dependent issues, as they affect the entire process. The paper concludes with the presentation of our results 
and the evaluation experiments, which provide clear evidence of the quality level achieved. 
 

                                                      
1 The unit selection TTS system for Bulgarian mentioned in this paper is developed at the Institute for Language and 
Speech Processing (“Athena” Research Centre), in Greece (Raptis, 2009). 
 

1. Introduction 
Text-to-speech synthesis systems convert textual input 
into synthetic voice signals. By offering the promise of 
natural and intuitive human-computer interaction, text to 
speech synthesis systems have gained considerable 
attention in the course of their development, both at the 
side of their design and implementation and at the side of 
their applications. In recent years, text-to-speech (TTS) 
systems have shown a significant improvement as far as 
the quality of the synthetic speech is concerned. This 
evolution has been sparked mainly by the fact that they 
rely more and more on data-driven, statistical modeling 
of the speech, with time or frequency domain algorithms 
for signal manipulation (Moulines 1990, Schroeter 2008, 
Möbius 2000, Nagy 2005). Current approaches aim to 
model the speech of a given human speaker, based on 
recordings of his voice, and deliver synthetic speech 
which manages to capture its spectral and prosodic 
characteristics, such as voice timbre, pitch and durations. 
The key idea of unit selection speech synthesis (Hunt, 
1996), which currently constitutes the cornerstone of 
most of the state-of-the-art TTS systems worldwide, is to 
use an entire speech corpus as the acoustic inventory and 
to select at run-time from this corpus different acoustic 
units that match better according to a metric, so as to 
capture the characteristics of a targeted synthetic speech. 
Although recent parametric approaches for speech 
synthesis have emerged, such as HMM-based speech 
synthesis (Tokuda 2000) aiming to model the features of 
one’s voice through Hidden Markov Models with 
significantly good and promising results, the Unit 
Selection method provides a wide framework for speech 
synthesis, which has been advocated to best meet the 
needs of limited domains.  
It is a common knowledge that the quality of the 
synthetic speech provided by a corpus based TTS system 
highly depends on the quality of its acoustic unit 
inventory. The most important factor affecting the quality 
of this inventory is the initial text corpus, namely the set 
of sentences that the speaker will have to utter and record, 

in order to create the initial data for the acoustic 
inventory. 
There have been several proposals on how to create a 
corpus for a TTS system (Black 2003, Bozkurt 2003, Iida 
2001, Matousek 2001).  The cornerstone of almost all 
proposals is the use of greedy algorithms in order to 
select a sub-corpus from an initial large corpus pool, 
which would fulfill satisfactorily several different 
requirements. These requirements can be as simple as 
word coverage (Iida 2003, Lewis 1999), or more complex 
such as phonetic or prosodic coverage, or the coverage of 
other language-dependent or domain-dependent 
parameters (Lambert 2006). Our methodology attempts to 
deal with different types of parameters in order to design 
an efficient spoken corpus for a relatively general-domain 
TTS system for Bulgarian. Although the targeted domain, 
namely the news reports domain is restricted, it can also 
be regarded as relatively generic because of the wide 
range of topics it covers.  
The main objectives of our approach were two: (a) to 
achieve sufficient coverage of the significant language-
dependant phenomena identified and (b) to ensure 
consistently good performance during synthesis. More 
specifically, the first objective can be projected to the 
following set of complementary goals: (i) phonetic 
coverage, (ii) prosodic coverage, and (iii) controlled 
redundancy, while the second objective aims to 
compensate for problems that are relevant either to the 
speaker’s voice characteristics or the actual recordings 
and cause the TTS system to present inconsistent 
performance. 

2. Corpus Design Strategies 
In a unit selection TTS system, the corpus design 
problem can be regarded as a set coverage problem. The 
target set C is the set of units to be covered. Each 
sentence in the corpus is also a set of units, and the 
corpus selection problem consists in finding a minimum 
size set of sentences which will contain all the units 
defined in the set C.  



According to the domain specifics and needs of the 
application field, the nature and number of units can vary 
from simply few words to many thousands of phonemes, 
diphones or longer units. In the extreme case of very 
limited domain (Iida 2001, Yi 1998), it has been shown 
that if a database is deliberately tailored to the intended 
application, the TTS system can provide robustly high 
quality synthetic speech. In such cases, the process of 
corpus design is to include in the sentences at least one 
occurrence of each word in the domain, in each desired 
prosodic context (Matousek 2003). Manual selection or 
compilation of the sentences can often be adequate for 
such limited domains. 
Different units allow for different strategies for corpus 
design. In the case of very limited domains, such as 
weather reporting, the units can be words or even phrases 
that can be reproduced during text to speech synthesis. 
Such approaches have been very popular for such 
domains (Kishore 2003), and it has been shown that they 
provide high quality synthetic speech. However, in the 
case of a more generic domain, or of a domain with 
unlimited vocabulary, even though it is practically 
restricted, such as ours, the units cannot be as long as 
words, since it is impossible to calculate efficient 
coverage (Schweitzer 2003). 
Many researches use diphones as basic units for the unit 
selection and therefore they also use diphones in order to 
handle the corpus design problem. Others identify severe 
drawbacks when employing diphones for corpus design 
based on the theory of Large Number of Rare Events 
(LNRE) (Möbius 2003) and they suggest either 
modifying the searching algorithm using diphones, or 
using triphones as basic units (Bozkurt 2003). 
In our approach the basic selection unit is the diphone, for 
each of which we employ a feature vector that 
sufficiently describes its contextual properties, as far as 
the TTS system is concerned. More details about the 
employed features are provided in section 3. 

Utterance Selection Methods 
The corpus design problem as defined in previous 
paragraphs can be regarded as a process for deriving a 
minimum size set of sentences which offer coverage for a 
target units set C. The target unit set C incorporates all 
target units necessary for the TTS system to deliver high 
quality synthetic speech. The common practice for 
designing such a corpus automatically is by employing a 
greedy algorithm (Franois 2002). The latter is an iterative 
technique for compiling a subset of sentences from a 
large set of sentences (corpus pool) in order to cover the 
largest unit space C with the smallest number of 
sentences. Prior to the selection, the corpus pool as well 
as the target set C must be well defined. Normally, the 
initial corpus pool is a set of sentences that well define 
the text style of the targeted domain of the TTS 
application. That is, if for example one would aim to 
create a corpus for sports reports, then the initial corpus 
pool should contain mainly texts from sports news and 
reports. As far as the target set C is concerned, it often 
consists of units that best describe the phonetic content of 
the targeted domain (Bozkurt 2003, Black 2003). 
Rational extension to this idea is the inclusion of other 
important parameters such as prosodic, stress, contextual 

information of the phonemes to be covered (Matousek 
2003, Lambert 2005). 
The greedy selection algorithm involves assigning costs 
to every sentence of the corpus pool according to the 
number of units that are in common with the target set C, 
and the number of units that are not in their intersection. 
At each iteration, the algorithm selects the sentence with 
the highest ranking according to the previous criterion, it 
removes it from the corpus pool, and it updates the target 
set C by removing the units that have been covered by 
this sentence. This process continues until a termination 
criterion is reached, such as maximum number of 
sentences or efficient coverage of the target set C. The 
main drawback of this technique is that if the number of 
factors defining a unit is large, that is, if the target set C is 
significantly large, then the produced corpus may be 
prohibitively large. Modified greedy algorithms which 
mainly aim to indirectly cluster the factors defining the 
units of the target set C have also been suggested and 
they have shown to work efficiently (Black 2003). 
The main aspects, on which most strategies employing 
the greedy algorithm differentiate from each other, are the 
statistical properties of the coverage set. Often it is 
suggested that a phonetic distribution similar to the one 
of the corpus pool should be aimed to be achieved in 
order to better capture the acoustic properties of the initial 
large corpus, while in other cases, priority is given on the 
rarest unit classes in order to compensate for LNRE 
phenomena (Ozkurt 2003, Andersen 2003).   

3. The Proposed Corpus Selection Method 
It has been clear from our experiments and from other 
researches that the process of corpus design for a unit 
selection TTS is not trivial and it should be given special 
attention and effort. It has also been clear that the unit 
selection TTS systems suffer from limitations as far as 
the signal modification is concerned, and therefore their 
final quality is inherently dependent on the abundance 
and completeness of their database (Balestri 1999). 
Nevertheless, it is also obvious that the development of 
huge databases, aside from being a time and effort 
consuming process, does not necessarily guarantee 
proportionally to the size good results.  
Our corpus design method aims to deliver an efficient 
corpus for a restricted but unlimited domain, with a 
special providence to identify and alleviate problems that 
would jeopardize consistency in the final quality. The 
main idea behind our algorithm is to define a process that 
will take advantage of available information about the 
targeted TTS system and, as a post-hoc process, it will be 
able to act complementarily to the unit selection 
algorithm’s properties. By doing so, we cater for both the 
specifics of the domain we are targeting, as well as for 
the optimizing in such a way that it will behave optimally 
with our specific unit selection algorithm. Our results 
justify our approach and the underlying hypothesis.  
The algorithm works in three stages: 

1. From a domain specific extensively large corpus 
pool, we identify a set of sentences S which 
offers the maximum possible coverage of our 
unit target set C (as described below). 

2. After the recording of the S set and the 
incorporation of it in the unit selection TTS 
system, we simulate the synthesis of the original 



large corpus pool, in order to identify possible 
concatenation problems that are either speaker 
or sentence specific. By doing so, we 
automatically select an additional subset of 
sentences S’ that present large number of 
problems in combination to our unit selection 
module. 

3. In the final stage of our method we identify 
possible diphones that are missing from the 
initial large corpus pool and we manually insert 
them in short non-sense sentences compiling a 
new subset S’’. 

The final optimal corpus is then the union of the 
independently derived sets:  ''' SSSSFinal
The stages described above deserve more explanation. 

++=

Stage 1: Selection of the S corpus set 
Initially the large corpus set, serving as the corpus pool 
from which we automatically select the sentences, has to 
be collected and processed accordingly in order to 
become appropriate for this task. In order to break down a 
large text into a set of sentences two tasks have to be 
carried out initially: (i) text normalization and (ii) 
sentence tokenization (Schroeter 2008). Text 
normalization is responsible for the expansion of 
numerals, abbreviations and acronyms, as well as dates, 
addresses etc. It is a rather complex task, based mostly on 
heuristics and hybrid algorithms, in order to achieve 
disambiguation when necessary. The sentence 
tokenization process, although seems to be simple 
enough, it highly depends upon other text pre-processing 
modules and its level of complexity is often language-
dependent. In order to phonetically transcribe every 
sentence, we used the grapheme to phoneme module we 
developed for Bulgarian (Raptis 2009). 
From the phonetically transcribed corpus pool, where the 
prosodic characteristics of every unit are also provided by 
our prosody engine, we greedily select a subset of 
sentences that offers satisfactory coverage for our target 
unit set C. In order to define C, we constructed a 
contextual feature vector for diphone units that included 
key prosodic factors, such as word accent status, position 
in the utterance, distance from prosodic modifiers in the 
utterance etc. The prosodic factors employed here derive 
from our prosody engine incorporated into our TTS 
system, which is based on a data-driven prosody 
modeling approach. By using a greedy selection 
algorithm as described previously, we produce a set of 
sentences S which satisfactorily covers our defined target 
unit set. 

Stage 2: Enhancement and fine tuning of the S corpus 
set 
This stage of our approach provides a novel method for 
enhancing the speech corpus. During this stage, after the 
recording and processing of the sentences and their 
packaging into a database, ready to be used by our TTS 
system, we aim to identify problems during actual 
synthesis, which originate either from speaker-dependent 
factors, or from other factors, such as misaligned or even 
bad recordings. This process consists in synthesizing 
every sentence of the large corpus pool and identifying 
local and global maxima of the total cost function during 
the unit selection. By synthesis, we identify additional 
units that should also be covered by the final corpus, and 

through an iterative selection algorithm we select a set of 
sentences (S’) that optimally cover these units. Special 
care has been taken in order to maintain the recording 
conditions consistent throughout the entire process, 
especially because different recording sessions were 
carried out with long intervals between them. 

Stage 3: Further enhancement with missing units 
The final stage of our selection strategy although may 
seem trivial, is crucial for the better performance of the 
TTS system in different domains, or in difficult 
vocabularies, such as foreign words. This step of the 
selection process, leading to S’’, practically aims to 
efficiently handle LNRE aspects as well, since whatever 
units are missing from the large corpus pool can be 
characterized as rare events. These units, even though 
they are very rare, they can affect the overall quality of 
the TTS system by fusing inconsistencies and 
mismatches in the synthesized speech. 

4. Results 
It was decided that the targeted domain would be the 
news reports, mainly for two reasons: (i) it is of the scope 
of the authors to develop a synthetic voice for news, and 
(ii) because it is both a restricted and unlimited domain 
and the usual neutral informative speaking style can also 
serve in other domains such as dialogues or speaking 
applications. 
In order to shape the large corpus pool from which we 
would extract the optimal corpus, we collected the online 
news articles from different Bulgarian newspapers for a 
period of 12 months. The initial large corpus pool 
consisted of about 54 million words. After having 
performed text normalization and sentence tokenization 
onto the corpus set, we ended up with an initial corpus 
pool of about 4.15 million sentences. Sentences with 
foreign words, or extremely long or short ones, were 
discarded. Although other approaches explicitly decide to 
select from within sentences of reasonably short length, 
such as of maximum 10-12 words (Black 2003), we 
believe that longer sentences, although they might be 
difficult to pronounce or process, they incorporate 
“ingredients” that short sentences lack, such as more 
variable prosodic structure. 
For creating the target unit set C, we employed the letter 
to sound module for the Bulgarian language we have 
developed in the framework of our TTS system and the 
respective prosody engine on the entire corpus (Raptis 
2009), and we formed a feature vector for each unit 
containing the following parameters: (i) diphone type, (ii) 
acoustic context, (iii) prosodic cluster type and (iv) intra-
prosodic relative position. We identified 204,514 unique 
units in the large corpus pool, which altogether consist 
our target unit set C. A custom greedy selection algorithm 
with a termination criterion of 4,000 sentences, selected a 
subset of sentences (S) from the large corpus pool, which 
offered not complete but sufficient coverage of the target 
unit set C. The selection algorithm was designed to 
pursue full coverage for all unique diphones and efficient 
unit coverage.  
One of the major problems in such cases where a set of 
sentences is selected automatically with a dual criterion, 
to maximize the coverage and minimize the size, is the 
fact that often sentences with misspellings or other errors 



are selected, since they provide coverage of rare acoustic 
events. In order to alleviate this problem, an additional 
mechanism has also been implemented that allowed us to 
review the rare instances in the resulted sentences, and 
observe the units for which each of them had been 
selected. During the manual correction of the sentences, 
if a correction would lead to the exclusion of a covered 
unit, then we simply removed the sentence from the set S 
and the system would suggest one or more other 
sentences that would compensate for all the units that the 
removed sentence was selected for. This process is 
necessary in order to remove any errors that could affect 
the final results at several intermediate stages. After this 
phase of the process, the corpus set S consisted of 4,083 
sentences with 16.13 words on average. 
The following two stages of the design process are 
carried out after the recordings and their processing for 
their incorporation into the TTS system. Hence, after the 
completion of the recordings and the corresponding 
database, we synthesized every sentence from the large 
corpus pool and we identified automatically the most 
problematic units, as far as the synthesis process is 
concerned. This was carried out automatically by 
identifying the local maxima in the unit selection total 
cost function for every synthesized sentence. With this 
process after a necessary clustering of the problematic 
units, we collected a set of units that were necessary to be 
additionally covered by the recordings. Again, through 
the means of the greedy selection algorithm and with a 
termination criterion in the number of the selected 
sentences, we automatically selected 1000 additional 
sentences, which would be included in a following 
recording session, by the same speaker. It is worth noting 
here, that special attention was given to carefully profile 
the recording settings for every session in order to ensure 
no deviations in the recorded speech. 
The final stage of the selection process included the 
research and manual enrichment of the optimal sentence 
set with sentences containing possible missing diphones 
that can be met in the Bulgarian spoken language, even if 
they are only necessary for the pronunciation of foreign 
words with the Bulgarian phonetic alphabet. The 
additional sentences were non-sense sentences, of short 
length, and were produced manually by the concatenation 
of words which ensured the utterance of such diphones. 
This stage resulted in an additional set of 32 sentences. In 
the following table one can see the properties of the 
selected corpus. 
 

Corpus Design 
Stage 

# 
Sentences 

Diphone 
Coverage 

Unit 
Coverage 

1st Stage 4,083 96% 61.6% 

2nd Stage 5,083 96% 65.6% 

3rd Stage 5,115 100% 66.1% 

Table 1: The properties of the resulted corpus during the 
corpus design process. 

5. Experimental Evaluation 
To assess the effect of the Bulgarian speech synthesis 
system, a set of acoustic experiments was performed. The 
experiments targeted different dimensions of the quality, 

covering naturalness, intelligibility and speech flow. A 
final set of questions was used to capture the participants’ 
opinion regarding the appropriateness of the synthesis 
system for different application areas. Finally, the 
listeners were given the option to provide free-text 
feedback. 
The subjects were 30 native Bulgarian speakers 
participated, 10 of which had a background in linguistics 
or previous experience related to the subject and, for the 
purposes of these experiments, where considered as a 
distinct group. 
The results of the experiments are illustrated in the 
following tables. A more detailed description of the 
experiments and analysis of the respective results can be 
found in (Raptis 2009). 
 
  Experiment 1 (sentence-level) 

  Naturalness Ease of 
listening Articulation 

MOS 3,53 4,41 4,13 Non-expert 
listeners STD 0,96 0,66 0,77 

MOS 3,46 4,39 4,08 “Expert” 
listeners STD 1,00 0,68 0,81 

MOS 3,67 4,44 4,24 Overall 
STD 0,87 0,56 0,63 

Table 2: The evaluation results with regard to naturalness. 
 
  Experiment 3 (paragraph-level) 

  Quality Ease of 
listening 

Pleasant- 
ness 

Understand-
ability 

Pronunci-
ation 

MOS 3,57 3,69 3,67 3,75 3,47 Non-
expert 
listeners 

STD 0,76 0,83 0,86 0,70 0,78 

MOS 3,54 3,64 3,53 3,72 3,48 “Expert”
listeners STD 0,84 0,87 0,84 0,75 0,83 

MOS 3,62 3,78 3,96 3,80 3,46 Overall 
STD 0,55 0,75 0,83 0,59 0,68 

Table 3: The evaluation results with regard to speech 
flow. 

In order to investigate how well the resulted TTS system 
captures the specifics of the targeted domain, namely the 
news reports, we asked the subjects to rate the 
appropriateness of the system for different application 
areas, grading with 5 for perfect for the domain, and with 
1 for inappropriate. The results are illustrated in the 
following table. 
 

Application Domain Appropriateness (1:poor 5:excellent) 

News Portals 4.13 

Telecom Applications 3.97 

Accessibility Tools 4.5 

Audio Books 3.76 

Table 4: Mean Opinion Score for rating the 
appropriateness of the resulted TTS according to the 

application area. 
 
The latter experiment provides a clear evident that the 
resulted TTS system captures efficiently the specifics of 
the targeted domain, providing at the same time enough 
adversity for coping with other similar domains. 



Nevertheless, other domains, such as book reading, are 
more demanding areas with many aspects that could not 
be covered by the resulted speech database. It is also 
worth noting here that the high grade in the area of 
accessibility tools is mainly attributed to the fact that the 
resulted system delivers a high-quality synthetic speech 
and fulfils efficiently the most important requirements of 
the specific domain: intelligibility, robustness, 
consistency and pleasantness. 

6. Discussion 
In this paper we presented a methodology for designing 
and automatically producing an optimal corpus in the 
framework of a TTS system and for the specifics of the 
Bulgarian language. Our results depicted that the resulted 
TTS system, which incorporated the designed spoken 
corpus, performs significantly well, producing a high-
quality near-natural synthetic speech. In the future we 
aim to investigate the differentiation of the TTS behavior 
with smaller databases, which would cover different 
aspects of our methodology, in order to identify possible 
prioritization in the aforementioned criteria and the level 
at which they affect the overall TTS performance. 
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