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ABSTRACT
This paper presents a new method for the reduction of an

existing speech database in order to be used for domain in-

dependent embedded unit selection text-to-speech synthesis.

The method relies on statistical data produced by the unit se-

lection process on a large text corpus. It utilizes the selection

frequency, as well as the actual score of each unit. Both ob-

jective and subjective evaluation of the method is performed

in comparison with existing similar techniques.

Index Terms— speech database reduction, unit selection,

embedded text-to-speech (TtS)

1. INTRODUCTION

The current state of the art unit selection synthesizers produce

highly intelligible, near natural synthetic speech. However,

this usually comes at the cost of large resource repositories

and increased processing power. This is because unit selec-

tion speech synthesis relies on large speech databases. The

larger the database is the more natural the synthetic speech is.

The speech database usually consists of naturally spoken ut-

terances, carefully annotated to the unit level. Each utterance

comes from a text corpus designed to cover as many units

as possible in different phonetic and prosodic contexts. The

resulting repository of speech units may have little or great

redundancy, on which speech variability and overall quality

some times depend. However, there are cases where the avail-

able resources are limited and the computational power is low.

Various reduction techniques have been proposed with dif-

ferent goals. As outlined in [1] the strategies usually fall in

two categories: the bottom-up and the top-down ones.

According to the top-down approach, the unit repository

is investigated for the reduction process and a clustering pro-

cess is performed, based on prosodic and phonetic properties

[2, 3]. By doing so, the search space of the unit selection al-

gorithm is reduced as each target unit is searched within the

corresponding cluster. Other approaches, such as in [4], use
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heuristic phonetic or prosodic criteria to truncate the speech

database. The disadvantage of this approach is that objec-

tive metrics of similarity may be difficult to identify, and the

ones found may not be in accordance with the mechanisms

of the unit selection module, as for example, in [5], where

it is observed that a small database makes the unit selection

algorithm to produce not always the best possible output.

On the other hand, the bottom-up approach is purely a

data driven technique since it focuses on the statistical be-

havior of the unit selection algorithm. The output of the unit

selection algorithm is statistically processed in order to re-

duce the unit repository. The statistical data is collected from

the synthesis of a large text corpus, where the selection fre-

quency of each unit is usually calculated and is used in the

reduction process. For example, in [1] the removal of the

less frequent units is proposed, while in [3] the selection fre-

quency serves as a weight in a vector quantization clustering

technique. A possible weakness of using only the selection

frequency is that it does not help avoid redundancy. For ex-

ample two very similar units, that are alternatively selected

with high frequency by the algorithm, will both be selected to

be included in the reduced database. This may be significant

when the reduction rate is high.

Our method falls in the bottom-up category, and over-

comes the aforementioned problem, by employing a tech-

nique motivated by the clustering idea of the top-down ap-

proach. The truncation process is based on the selection fre-

quency as well as the actual score of each unit during the

unit selection process. More specifically, the difference of the

scores between two instance units of the same abstract unit

(diphone) is used as a similarity metric between them.

2. SPEECH DATABASE REDUCTION

As mentioned earlier, there are cases where there is a need

for text to speech synthesis in environments with limited re-

sources and low computational power. A clear example of

this is the environment of embedded devices such as mo-

bile phones, PDAs etc. Our goal is to scale down an exist-

ing unit selection TtS system to fit in such restricted environ-
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ments while, at the same time, achieving minimal degradation

in speech quality. Techniques that deal with domain specific

databases (e.g. [6]) are not suitable to our case, since we are

focusing on a general purpose embedded TtS system.

2.1. Overview of the unit selection algorithm

Our unit selection TtS system uses diphones as elementary

units and its unit selection algorithm can be shortly described

as follows. Let u denote a diphone and uj be the j-th in-

stance unit of u in the available speech database. Then given

an utterance to be synthesized, e.g. a sequence of diphones

u1, . . . , uN where N is the length of the utterance in diphones,

the algorithms outputs the best path indexes j1, . . . , jN as:

path
best

= argmin
j1,...,jN

(
N∑

i=1

CT (ui
ji

) +
N∑

i=2

CJ(ui
ji

, ui−1
ji−1

)

)
(1)

where CT (ui
j) is the weighted sum of NT target costs for the

given unit ui
j , such as prosodic and phonetic context costs,

and CJ (ui
j , u

i−1
k ) is the weighted sum of NJ join costs (spec-

tral, prosodic, etc) between the adjacent units ui
ji

and ui−1
ji−1

:

CT (ui
j) =

NT∑
c=1

wui

c ∗ CT
c (ui

j) (2)

CJ (ui
j , u

i−1
k ) =

NJ∑
c=1

wui

c ∗ CJ
c (ui

j , u
i−1
k ) (3)

The weights in the above sums are diphone dependent, as su-

perscripts imply, in order to account for differences between

diphones (e.g. no need for F0 cost in non-voiced joins). All

CT
c and CJ

c are configured to lie in the same range of values.

2.2. The proposed reduction method

The main idea of the proposed method is to keep the units

that are most frequently used by the unit selection algorithm,

and at the same time, avoid to keep similar units. The unit

selection algorithm is ran upon a sufficiently large text corpus,

and statistical data is collected for the truncation process.

With reference to the algorithm described in section 2.1

we define a score function for each unit in a synthesized ut-

terance as the combined local target and join cost:

S(ui
j) = CT (ui

j) + min
k

(CJ (ui
j , u

i−1
k )) (4)

The second term of the score function is a look-behind cost

function and it expresses the best join cost of the unit ui
j from

all the unit instances of the previous diphone ui−1 in the ut-

terance under consideration. This is used because a forward

Viterbi search is used to find the best path. Alternatively a

look-ahead cost function or both could be used, with the main

principle of the method remaining the same.

We assume that if two units of the same diphone score the

same (or similar) in a given utterance, they are seen as similar

ones, as far as the algorithmic point of view is concerned,

regardless of their objective similarity. This derives from (1)

as CT
c and CJ

c are summed to find the best path. Thus, we can

use the difference of scores, averaged over the whole corpus,

as a similarity metric between units of the same diphone.

For all the utterances processed by the algorithm, we ba-

sically collect the following statistical data:

• the selection frequency f i
j for each ui

j , namely the total

number of times the unit was selected

• the mean score difference Di
j,k = |S(ui

j) − S(ui
k)| for

all pairs of units of the same diphone (with scores re-

ferring each time to same utterance)

The reduction method relies on both f i
j and Di

j,k in order

to select the appropriate units of a specific diphone ui. Let

K be the number of instances of ui in the available database

and M < K the desired number of instances in the small

database, then a greedy algorithm is used to select M units:

1. Initialize F = [f i
1, . . . , f

i
K ]

2. Select m = argmaxn F [n]

3. Update F [n] = F [n] ∗ Di
n,m, for n = 1, . . . K

4. If #selected < M goto to step 2

We define F as the fitness vector of the instance units, initial-

ized with the selection frequencies. Next, we iteratively select

the unit with the best fitness. The most important step of the

algorithm is step 3, in which we update the fitness vector to

avoid selecting similar units. This is not done explicitly, but

motivated by the idea of fitness sharing used in genetic algo-

rithms, the fitness vector is updated after each selection. The

fitness of each unit is multiplied with its mean score differ-

ence with the last selected instance. By doing so, the fitness

of the similar units to the selected ones deteriorates, while dif-

ferent become more fit. As a side-effect, F [m] becomes zero,

thus already selected units cannot be reselected.

The target value M for the number of units in the reduced

database is determined by the desired reduction rate. The cov-

erage meeting criterion (e.g. as proposed in [1]) cannot be

used for two reasons. Firstly, because frequent units may be

discarded by the method, and secondly, a specific coverage

does not guarantee the reduction rate in all diphones. We pro-

pose an explicit function to determine the number of units:

M = min(Mmax, max(Mmin, logb(K))), where the param-

eters Mmax and Mmin (Mmax > Mmin) explicitly define

the maximum and minimum number of instance units per di-

phone, while parameter b determines a logarithmic reduction

rate distribution among diphones.

For comparison purposes we also experimented with other

methods that rely on statistical behavior of the unit selection
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algorithm. We did not implement any top-down approach

since, as mentioned earlier, it is difficult to find metrics of

similarity between units, and the ones found in the literature

are usually tailored to the specifics of the examined unit se-

lection system. The most obvious method for comparison is

the “select most frequent units” method [1]. In order to have

meaningful results we use the same number of units per di-

phone M across methods. For a reference point we compare

the methods with a random selection method and the com-

plete database. Hereafter we refer to our method as PF , to

the most frequent selection as PS and as PR the random one.

3. EXPERIMENTAL SETUP

The experiments were carried out on a database of a Greek

female speaker, which consists of a total of 1291 annotated

utterances from a phonetically balanced corpus of modern

Greek. The resulting complete database has 1098 diphones

and contains about 115K instances. After benchmarking with

various target embedded devices, we concluded that reason-

ably high reduction rates, up to 95%, are necessary. At such

high reduction rates, a degradation of output speech quality is

inevitable, especially as far as variability is concerned.

3.1. Data Collection

A large text corpus of no specific domain was collected for

testing purposes. The total of about 12.5K sentences contain

about 1.5M diphone instances. A 95% portion of the cor-

pus was used to collect statistical data by the unit selection

synthesis algorithm, and the rest was used for the objective

evaluation process as such is described in section 3.2.

Various sets of small databases were built using the three

methods described in section 2.2. Each set was built with

the same reduction rate across the three methods. Figure 1

shows unit overlap ratios between database pairs of the same

reduction rate. We observe that PF and PS have high overlap

ratio when the reduction rate is low which stabilizes around

50% for very high reduction rates. The overlap of both PF

and PS with PR is lower as one would expect, and rapidly

decreases with reduction rate. It must be noted that actual

values in overlap ratios are rather high. This is because the

reduction rate per diphone for the less frequent diphones is

less than the total reduction rate. For example, in extreme

cases where K ≤ Mmin all reduction methods fully overlap.

3.2. Evaluation

For the evaluation of the proposed method and of the result-

ing databases, we used objective metrics derived from statis-

tical parameters describing the behaviour of the unit selection

algorithm. In other words, we decided to investigate the per-

formance of the unit selection module for every database set.
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Fig. 1. Overlap ratios of databases built with different meth-

ods. PF /PR though not visible slightly differs from PS/PR.

For this purpose the commonly used statistics are; the mean

values of target, join and total costs over the best path units.

In addition to this we introduce another set of objective

metrics, also derived from the statistics of the unit selection

algorithm. We consider the maximum target, join and total

cost. By taking into account the maximum cost per utterance,

we try to identify glitches in the synthetic speech, since places

of high cost are potential prosodic, spectral or other types of

discontinuities. Such cases, are usually avoided with the use

of a large database, but this may be inevitable at high reduc-

tion rates. All the above statistical metrics are calculated per

utterance and averaged over the whole test corpus.

3.3. Results and discussion

The results of the objective evaluation of the proposed method

PF versus PS are illustrated in figure 2, using the statistical

metrics described in section 3.2. It is noted that metrics for

PR are not shown since it performs worse than both PF and

PS , and offers no other significant conclusion. As a reference

point, the corresponding measures for the complete database

system are {total, join, target}mean = {0.15, 0.07, 0.07}
and {total, join, target}max = {0.50, 0.27, 0.34}.

One can note in figure 2 that although PS performs slightly

better in terms of mean costs, PF has a far lower average max-

imum cost per utterance, which becomes more pronounced as

the reduction rate increases. This behavior indicates two main

presumptions. The PS method produces databases that result

in synthetic utterances with good scores if averaged, but also

having units with poor scores. On the other hand, PF pro-

duced databases resulting in utterances with far better target

cost at the cost of a slightly higher join cost.

In order to support our findings of the objective evalua-

tion, we conducted some small scale listening tests. 35 short

sentences (2 to 16 words long) were arbitrarily selected from

the test corpus. The sentences were synthesized with databases

produced by PF and PS with a reduction rate of ∼ 93%. A

group of 15 listeners, speech experts and listeners with no ex-
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Fig. 2. Comparative objective evaluation between PF and PS .

Top: the averaged mean (solid) and max (dashed) total cost

per utterance for PF and for PS with dash-dotted and dotted

lines respectively. Middle, bottom: the metrics for the join

and target cost respectively are depicted with same notation.

perience in synthetic speech, were asked to evaluate each pair

of sentences, presented in a shuffled order each time. The re-

sults are summarized in table 1 where the mean opinion score

(MOS) is shown together with the objective metrics (total,

join, target costs).

The results show that PF produces better synthetic speech

than PS . Also, there is an agreement of the MOS values and

the averaged maximum total cost per utterance. This seems to

verify our initial hypothesis that PS could result in redundant

units in terms of target features, by selecting more similar

units and leaving at the same time no room for other units

to cover other less frequent but equally important cases met

Table 1. Subjective vs Objective Evaluation

MOS Mean Costs Max Costs

PF 4.01 0.32, 0.14, 0.18 0.61, 0.34, 0.40
PS 3.92 0.27, 0.11, 0.16 0.84, 0.30, 0.71

in a general purpose TtS. The better correlation of the MOS

results with the Max Costs than the Mean Costs also indicates

a possible room for improvement on the cost function [7], but

we rather focus on the database reduction keeping the same

tuned selection algorithm.

4. CONCLUSIONS

In this paper we presented a new method for the reduction of

the speech database used by unit selection TtS system. The

method relies on statistical data derived from the unit selec-

tion process in order to select the units that are frequently

used by the system and to avoid at the same time similar units

that would produce similar results, as far as the output speech

quality is concerned. By doing so we achieve small-sized

speech databases, which ensure though high diversity and lit-

tle redundancy, making them suitable for a general purpose

embedded unit selection TtS system. The method was evalu-

ated on an objective and on a subjective basis, showing that it

performs better than existing similar techniques and confirm-

ing our hypotheses regarding appropriateness of the method

for producing general purpose embedded TtS systems.
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